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Abstract 
The paper presents iterative method for solving convex feasibility problems where a 
convex combination of projections onto the given convex sets is discussed as the weights 
of the combination may vary from step to step. Here some special cases are block 
iterative processes in each iterative step a certain subfamily of the given family of convex 
sets is used. Such processes will be useful in various areas of applications including image 
reconstruction from projections, image restoration, and other fully discretized inversion 
problems. 
Introduction 
The convex feasibility problem is to find a point in the nonempty intersection of a finite 

family of closed convex sets in the Euclidean space nR . The list of real world problems 
modelled into such a problem is very long. It includes discretized models of image 
reconstruction from projections, the fully discretzed model of inverse problem in 
radiation therapy treatment planning and problems of image restoration. The relevant 
families of closed convex sets are given by either system of linear equations or 
inequalities or by non-linear inequalities. When derived from such real world applications 
the resulting convex feasibility problem is often very large, with the number of sets and 
higher order of magnitude. Another common feature of these problems is high sparsity. It 
means that the constraint matrix in the linear case or Jacobian of the convex functions is a 
sparse matrix. 
The study derives a block iterative scheme for the convex feasibility problem which 
includes and therefore generalizes the two extremes of simultaneous iterations which are 
well-known successive-projection method for finding the common point of convex sets. 
We study here the convergence of the block- iterative scheme under the assumption that 
the convex feasibility problem is consistent, i.e. that the intersection of the sets is non 
empty. Interesting results have been obtained elsewhere regarding the behaviour of 
algorithms when applied to an inconsistent feasibility problem. Such results usually 
establish cyclic convergence for row-action schemes and convergence to specified points 
in fully simultaneous schemes. 
 Block-Iterative Algorithms and applications 

Let  1,2,...,J m  and let  |jQ j J  be a finite family of closed convex sets in the n-

dimensional Euclidean space nR  .Here  |jQ Q j J   is assumed to be nonempty .A 

function :w J R  is called a weight function if   1
j J

w j


  (Here R  denotes the 

non negative ray of real). 

For every j J  the orthogonal projection onto 
jQ  is the mapping : n n

j jP R Q R   

given by    arg min |j jP x x y y Q     .For weight function we define  : n n

wP R R   
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by      w jj J
P x w x P x


  .General scheme for block iterative projections can be 

described as: 
Algorithm (A1): 

Initial:    0 nx R  is arbitrary 
Iterative step: 

            1

k

k k k k

k wx x P x x    
 

 , 

where  kw  is a fair sequence of weight functions and  k  is a sequence of relaxation 

parameters. 
Algorithm (A2):  

Initial:      0 nx R  is arbitrary 

Iterative step:     
 

1

t k

k k k j

k k j

j J

x x w j c x a



 
   

  
  , 

where   t k  is almost cyclic control sequence on  1,2,...,m  and  k

jc x  is defined by    

  2

,
min ,

j k

jk

j j

b a x
c x o

a

 
 
 
 

 
  

Convergence of the Block-Iterative Algorithm 
The following notation will be used. For any I J  and any weight function w, define 

   
i I

w I w i


  .For any nB R  denote    | jI B j J B Q      .

   , |nB x r y R x y r      is the ball with radius r centered at nx R  .Finally, define 

   ,j jP x x P x x        and    ,w wP x x P x x       ,where R  and w is a 

weight function. 

Proposition (P1): If nx R  , then for every 
jy Q
 
and every  1 2, 2     with 1 2, 0    

fixed, 

                               , .jP x y x y                                  (1.1)   

Proposition (P2): Let  | ,jq Q Q j J     1 2, 2    with 1 2, 0    fixed, and let w 

be a weight function. Then for every nx R  

    , .wP x q x q                                (1.2) 

Proposition (P3): Let  ,nu R J I u    1 2, 2    with 1 2, 0    fixed, and let w be a 

weight function. Then for every 0   there exists a real nonnegative   such that if 

x    then 

      ,wP x u x u w I        .               (1.3) 

Proposition (P4): Let q Q  , nB R  a compact set,  I I B ; let  1 2, 2    with

1 2, 0    fixed; and let w be any weight function. Then there exists an 0   such that 

for every x B   

      ,wP x q x q w I         .    (1.4) 
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Result of Theorem: If Q   , if kw   is any fair sequence of weight functions, and if  k  

is any sequence of relaxation parameters for which  1 2, 2k      for all k=0,1,2…, 

where 1 2, 0   , then any sequence kx  generated by A1 converges to a point * ˆx Q  . 

Proof:  

   Any sequence  kx  generated by A1 is monotone with respect to Q, i.e. for 

every 0,1, 2,...,k 
1k kx q x q       for any q Q  . This implies that  kx is bounded. 

Next we have to show that  kx is convergent. For this let kx  has two or more limit 

points. Let u be one of the limit points and v be the other such that u v     . We first 

show that u Q  . The sequence kx q    is monotonically decreasing and bounded 

below. Since u is a limit point of kx  , it follows that  kx q u q ask        

0,1,2...,k    

      kx q u q           (1.5) 

Suppose that u Q  .Choose 0   such that / 2   and  ,B B u   satisfies 

iB Q   for every  .i I u  Let  I I B   and let and   be as in P3 andP4, 

respectively. Define 


 
 




  

And choose k such that kx u    .Since v is also a limit point and / 2  , there exist 

an m  k such that mx B  .Then by P4 
          

         
1m

m k

t

t k

x q x q w I




          

                                
1m

t

t k

u q w I 




            (1.6) 

From (1.5) and (1.6), we have 

     
1m

t

t k

w I








                   (1.7) 

And from P3 

                    
1m

m k

t

t k

x u x u w I




               (1.8) 

Now from (1.7) and (1.8), We get 

   mx u


 


      

contradicting , mx B , this gives u Q  . Now by Fejer monotonocity it concludes that 

 kx  converges to u. And this done by contradiction (assuming several limit 

points).Hence with the help of A1 and P4 we get 

                                 
1

1

m
m k

t

t k

x q x q w I B




                 (1.9) 

For every m k .  
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Hence the resultant shows convergence with the help of block iterations. The conclusion 
shows that such processes will be useful in various areas of applications including image 
reconstruction from projections, image restoration, and other fully discretized inversion 
problems. 
 
REFERENCES 
1. Y. Censor , parallel application of block-iterative methods in medical imaging and 
radiation therapy, Math. Programming 42:307-325. 
2 .T. Elfving  and Y. Censor, New methods for linear inequalities, Linear Algebra Appl. 
42:199-211. 
3 .A.R. De Pierro and A.N. Iusem A simultaneous projection method for linear inequalities, 
Linear Algebra Appl. 64:243-253. 
4 .A George, G.W. Stewart and R. Voigt Special volume of Linear Algebra and its 
Applications on parallel computing , Linear Algebra Appl. 77. 
5 .G.T. Herman, Image Reconstruction from Projections: The fundamentals of 
Computerized Tomography, Academic, New York. 
6. G.T. Herman, H. Levkowitz, H.K Tuy and S. McCormick, Multilevel image reconstruction, 
in Multiresolution Image Processing and Analysis, Springer-Verlag 121-125. 
7 .R.Aharoni, A. Berman, and Y. Censor, An Interior points algorithm for the convex 
feasibility problem, Adv in Appl. Math. 4:479-489 (1983). 
8. S. Agmon, The relaxation method for linear inequalities, Canad. J. Math.6:382-392. 
 


